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Joint distribution: Joint PDF

* A joint density function for two continuous random variables X,Y is a
function f: R? - R, such that

* fis nonnegative, fxy(x,y) = 0,Vx,y € R
+ Totalintegralis 1, [°_ [° fyy(x,y)dxdy =1

* The joint distribution of two continuous random variables X, Y is given
by, Va < b,c <d

d (b
[P(aSXSb,cSYSd)=J f fxy(x,y)dx dy .
C a



Normal random variable

(normal distribution, Gaussian distribution)

e A continuous random variable X is normal or Gaussian if
the PDF is in the form

fx(x) =

_(x—p)?
e 202

27O

e E(X) = u,Var(X) = ¢*
* X~N(u,0°)

Useful integralf_oooo e "2 dx =i



Normal random variable

(normal distribution, Gaussian distribution)

e A continuous random variable X~N (u,0%),a,b # 0,Y =
aX + b. ThenY~N(au + b, a*c?)

* Furtherif Y = )ﬂ, then Y~N'(0,1)

o



Sum of i.i.d. Normal

* Let X~N(0,1),Y~N(0,1),X LY.Leta,b € R be constant.
Then Z = aX + bY~ N (0, a® + b?)

* A general case, let X~V (uy,07), Y~N (uy,05),X LY. Let
a,b € R be constant. Then Z = aX + bY~ N (au, +
bu,,a’ci + bos)



CDF of standard normal
* CDF of (0,1) standard normal is denote by @

1 (Y _t
d(y)=P(Y<y)= P <y) :Ef e 2 dt

 CDF for X~ (u, 6%) calculation

1. standardize X by defining a new normal rv. Y = =

o

=

2. [P(XSx)=IP()ﬂSﬂ)=P(Yﬁﬂ)=¢(%t)

o o o



S
Sample mean: M,, = 7"

Central Limit Theorem (CLT)

Let X1, X5, ..., X,, be a sequence of iid random variables with
E(X;) = u, Var(X;) = o?

Sn—nu Xy + Xy + o+ Xy —np

7 =
" o\vn o\n

no
[E(Zn) =0, VClT(Zn) — m =1

The CDF of Z,, converge to standard normal CDF

limP(Z, <z)=®(z2),Vz

n—0o



Normal approximation based on CLT

Let X1, X5, ..., X,, be a sequence of iid random variables with
E(X;) =u, Var(X;) = o?. If nis large, P(S,, < c¢) can be
approximated by treating §,, as if it were normal:

1. Calculate the mean np and the variance no? of S,

c—nu

2. calculate the normalization value z = (z-score)

oyvn
3. Use approximation P(S,, < c¢) = ®(2)

where ®(z) is available from standard normal CDF table.



Example 1. Polling

We want to find out the value p representing the fraction of people
supporting candidate A in a city. How many people we need to

interview if we wish to estimate within accuracy of 0.01 with 95%
probability.




Example 2.

We load on a plane 100 packages, weight of each package is independent
random variable follows uniform distribution between 5-50 kg. What is the
probability that the total weight will exceed 3000 kg?



Conditioning on an event

Conditional PDF of a continuous random variable X, given an
event A with P(4) > 0, is defined as a nonnegative function

fx|a that satisfies
P(X € BI4) = | fyaG)dx
B

for any subset B of the real line.



Conditioning on an event

* If the event we condition on takes form of {X € A} and
P(X € A) > 0 then

P(XE€B,XEA) _ Janp fx(x)dx
P(Xxed)  P(X€A)

P(X e BIX€EA) =

.
fx(x) .
fxeA
* And fx|xea}(X) = P(Xed) o

\ 0 otherwise




Example 3. Exponential is memoryless

The time T till a new light bulb burns out is an exponential random variable
with parameter A. Alice turns the light on, leaves the room and when she
returns, t time later, finds that the light bulb is still on, which correspond to
event A = {T > t}. Let X be the additional time till the light bulb burns
out. What is the conditional CDF of X. Given the event A?



Conditioning on another random variable

* Two random variables X, Ywith joint PDF fy . For any
fixed y with fy(y) > 0 the conditional PDF of X given

Y = yis defined by
A fr )




fxy(x,y)

Example 4. fuar (x1y) === S

yA

) fxy (x|Y = 3.5)

3

S
: fxpy (x|Y = 2.5)
1 2 3 _

X fX|Y(x|Y = 1.5)




Conditioning on another random variable

* Two random variables X, Ywith joint PDF fx y. The joint,
marginal and conditional PDFs are

fxy(x,y) = fX|Y(x|y)fY(y)
fx(x) :j_ fX|Y(x|y)fY(y) dy
The conditional PDF fX|y(x|y) is defined for those y for
which fy(y) > 0

* fx;v(x]y) is a legit PDF, we can use it to calculate probability

P(X € AlY = y) = f Far (xly)dx
A



area of slice =
height of marginal
density at z

slice through
density surface

for fixed z

area of slice =
height of marginal

slice through density at y

density surface
for fixed y

Marginals:

fx(0) = f G,y

| Renormalizing slices || Renormalizing slices

00
} for fixed T gives | for fixed y gives fy (y) — j fX Y (X }’) dx
7 )
—0o

| [| for Y given X =z. | for X given Y=1y.

conditional densities | conditional densities

Conditional:

_ fxy(x,y)
fxiy (xly) = TR




Conditional expectation

* Let X, Ybe jointly continuous random variable, and let A be an
event with P(4) > 0

The conditional expectation of X given the event A is
E(X|A) = f_oooox fxja(x)dx

The conditional expectation of X givenY =y is
EX|Y =y) = [__x fiy (x]y)dx



Law of iterative expectation

Let A4, A,, ..., A,, be disjoint events that form a partition of
the sample space, and assume that P(4;) > 0, Vi,

E(X) = ) P(ADE(X|A;)
Similarly -

E(X) = j EX|Y = ), (v) dy

Overall,
E(X) = E(E(X|Y))



Example 5. Mean and variance of a piecewise constant PDF

Consider a random variable X has piecewise constant PDF

r1

y fx(x):<§ if1<x<?2

\ 0 otherwise

consider events
* A; = {X lies in the first interval [0,1]}
* A, = {X lies in the second interval (1,2]}



